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Cybercrime in the age of AI

In January 2024, a finance worker at global 
engineering firm Arup was fooled into handing 
over $25 million to cybercriminals, after attending 
a video conference populated entirely by 
AI-generated deepfakes of senior executives .1 

The audacious attack demonstrated clearly  
that generative AI can create novel attack vectors 
and deliver enormous payoffs for criminals . 

Since ChatGPT’s launch in November 2022, 
criminals have embraced AI with enthusiasm—
using it to research vulnerabilities, compose 
phishing emails, write code, and create new  
forms of social engineering with cloned voices 
and faked likenesses . 

Yet, for all its impact so far, AI’s disruptive 
potential for cybercrime has only just begun to 
surface, and 2025 looks set to be a critical year  
in its development . 

The emergence of sophisticated reasoning 
behavior in late 2024, exemplified by generative 

AI models like OpenAI’s o1 and DeepSeek-R1, 
has accelerated generative AI’s evolution into 
autonomous “agentic” AI—intelligent systems  
that can take on complex tasks without  
human intervention .  

Unlike generative AI, which assists human 
attackers, agentic AI can become the attacker 
itself . As agentic AI becomes widespread, it will 
enable threat actors to deploy swarms of malicious 
agents and scale their attacks enormously . 
Consequently, the most sophisticated and 
dangerous cyberattacks are likely to become  
far more widespread, persistent, and difficult  
to counter . 

To weather the coming storm, organizations will 
need to ensure they are always defending the 
smallest possible attack surface with endpoint 
security that can detect and respond to AI-driven 
threats, and by ensuring their networks are 
monitored 24/7 by expert managed detection and 
response analysts trained to identify AI attackers . 

What’s the AI difference?

Generative AI
Creates new content like text, 
images, and music based on 

learned patterns .

Agentic AI
Navigates computer systems  

and networks, carrying out 
complex tasks .

Swarm of agents
Multiple specialized agents 

collaborate dynamically  
to solve complex problems .
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Cybercrime today: AI-powered attacks 

Armed with tools like jailbreaking, prompt 
injection, and their own uncensored generative AI 
tools, criminals are using AI to create everything 
from fake CEOs to malware .

How cybercriminals abuse 
generative AI tools
Generative AI tools like ChatGPT are designed to 
be safe and beneficial, and have safety systems 
to prevent a wide spectrum of harmful use, 
including aiding or perpetrating cybercrime . 
However, criminal hackers have adopted or 
discovered several techniques for subverting or 
working around those protections . 

Prompt chaining
Generative AI models can sometimes be fooled 
into producing malicious output by “prompt 
chaining”—splitting instructions across multiple 
successive prompts . Prompt chaining can make a 
criminal’s malicious intent less obvious to an AI’s 
safety systems . In 2023, ThreatDown researchers 
showed that despite safeguards to prevent it, 
ChatGPT could be fooled into writing ransomware 
by adding individual features one by one, using 
prompt chaining .2

ThreatDown researchers used prompt chaining to prove ChatGPT could be fooled 
into writing ransomware .
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Adversarial prompting
Researchers have also shown that criminals 
can bypass safety guardrails by using malicious 
prompts written in emojis, hacker slang, encoded 
text, and other textual obfuscation techniques . In 
2024, researchers created ArtPrompt . An attack 
that induced undesirable behaviors from five state 
of the art generative AI models, including GPT-4, 
Gemini, and Claude, by using text rendered as 
ASCII art .3

Jailbreaking
Jailbreaking uses prompts that convince a 
generative AI to behave like an entity that doesn’t 
have guardrails, such as a character in a game, 
or by convincing it that it is a translator, an AI 
in development, or operating in some other 
environment where its guardrails do not apply . 
Criminals have shared and discussed jailbreaking 
techniques openly on cybercrime forums since  
AI chatbots became widely available .

Cybercrime today: AI-powered attacks

Adversarial prompting using text rendered as ASCII art .
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Prompt injection
Prompt injection is an umbrella term for different 
attacks that use deceptive instructions hidden 
inside benign input . Although prompt injections 
can be technically complex, they can also be 
as basic as including a desired response in a 
prompt, exploiting generative AI’s tendency to 
follow instructions . In 2023, criminals used this 
simple prompt injection technique to persuade a 
Chevrolet AI chatbot to offer cars for sale at $1 .4

Malicious generative AIs
The leading AI companies regularly modify their 
guardrails to block new forms of attack, so 
criminals have to update their exploits constantly 
if they want to stay ahead . Those who want to 
avoid this game of cat and mouse are instead 
using uncensored generative AI tools on the dark 
web, like FraudGPT, that are designed for the 
needs of cybercriminals . 

Cybercrime today: AI-powered attacks

Writing malware
Although it’s widely believed that criminals are using generative AI to create malware, finding direct 
evidence of it is difficult because no reliable markers exist that can be used to differentiate code created 
by generative AI tools from code created by humans . Detection is further complicated by the likelihood 
that AI is being used to assist rather than replace coders, which would make malware a blend of  
human- and AI-generated work .

It is clear that criminals began writing malware with ChatGPT almost immediately, with experimental 
code appearing on underground forums within a month of its launch .5 Forum discussions from the time 
suggest that ChatGPT was used initially to help low-skill hackers create basic malware, rather than to 
create advanced tools .
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A year later, HP threat researchers uncovered 
a rare example of an in-the-wild campaign with 
obvious signs of generative AI involvement .6 The 
campaign—used to spread AsyncRAT malware—
was otherwise unremarkable and lends weight to 
the idea that generative AI has lowered the barrier 
to entry for would-be cybercriminals .

The potential for generative AI to create advanced 
malware cannot be ignored however, and was 
demonstrated in July 2023, when researchers at 
Hyas used it to create a stealthy proof-of-concept 
attack that generated polymorphic keylogger 
functionality on-the-fly .7

But perhaps the best evidence that malware 
authors use generative AI comes from OpenAI, 

the makers of ChatGPT . In an October 2024 
report it detailed attempts by three separate 
threat actors—STORM-0817, SweetSpecter, and 
CyberAv3ngers—to use ChatGPT to discover 
vulnerabilities, research targets, and write and 
debug malware .8

Malware written with the assistance of  
generative AI has the same capabilities as 
human-written malware but is accessible  
to a larger group of criminals . 

Organizations must plan for an increased pool 
of threat actors using AI-enabled malware, and 
ensure they have endpoint security software that 
can detect and respond quickly and effectively, 
with minimal false positives .

Cybercrime today: AI-powered attacks

• Brute force protection
• Vulnerability assessment
• Patch management
• Anti-exploit protection
• Website content filtering
• Phishing protection
• Security awareness training

• Managed detection & response
• Endpoint detection & response
• Application blocking
• Anti-exploit protection
• Website content filtering
• Ransomware recovery

RDPSocial
engineering

Vulnerability Phishing

Threat actors use their access to infiltrate, explore, 
and attack an organization’s network .

AI-enhanced malware 

Access

Attack

Protection layers
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Cybercrime today: AI-powered attacks

Social engineering
While generative AI appears to offer threat  
actors incremental capabilities over their current 
tooling when it comes to malware, it has created 
entirely new possibilities across a wide swath  
of social engineering attacks, from phishing  
to disinformation:

•  Researchers at SlashNext reported a massive 
1,265% increase in malicious phishing 
messages in 2023, following the release of 
ChatGPT in November 2022 .9

•  The US Treasury FinCEN bureau warned in  
2024 that financial institutions have seen an 
increase in the use of fraudulent, AI-generated 
identity documents .10

•  Research by The Transparency Company in 
2024 discovered 2 .3 million product reviews 
that were partly or entirely generated by AI .

•  The Deloitte Center for Financial Services 
estimates that generative AI email fraud losses 
could hit $11 .5 billion by 2027 .11

Synthetic video and audio created by generative 
AI tools have become dangerous additions to 
the cybercriminal arsenal . Cloned voices have 
been used to defeat bank voice-ID systems and 
to perpetrate kidnap scams, and in one instance 
an AI-generated avatar of a company’s CFO 
was used to trick its finance department into 
approving a huge $25 million transfer .12

Generative AI fakes are not just influencing 
people either . In 2024 the “Pravda” disinformation 
network published 3 .6 million articles, which 
successfully infected many popular generative  
AI tools with Russian propaganda .13

Generative AI’s ability to fake ID documents,  
clone voices, and create lifelike avatars has  
added formidable new capabilities to threat 
actors’ social engineering toolkits, placing  
every employee on the frontline . 

in malicious phishing messages in 2023 
following the release of ChatGPT

1,265% increase
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• Security awareness training

• Managed detection & response
• Endpoint detection & response
• Application blocking
• Anti-exploit protection
• Website content filtering
• Ransomware recovery

Social
engineering

AI-enhanced social engineering

Access

Attack

Cybercrime today: AI-powered attacks

Organizations will need to invest in effective and on-going security awareness programs to help staff stay 
vigilant, and to keep pace with generative AI’s ever-improving capabilities .

Protection layers

Threat actors use their access to infiltrate, explore, 
and attack an organization’s network .
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Cybercrime tomorrow: Autonomous AI attackers

Generative AI has now begun to make way for “agentic” AI—artificial intelligence that can take on entire 
tasks, operate computers, and act autonomously .

Agentic AI is in its infancy, but looks set to disrupt cybersecurity profoundly, because it can replace human 
attackers, automating, accelerating, and scaling labor-intensive techniques like ransomware enormously .

Autonomous attackers in the lab
Several research teams have successfully created AI agents for offensive cybersecurity, demonstrating 
that they can be “easily used by cybercriminals for attack execution,” and that AI agents could be used to 
amplify the intensity and volume of attacks .14

ReaperAI
In 2024, researchers created ReaperAI, a fully autonomous proof-of-concept offensive cybersecurity 
agent, which showed the “potential for very effective and dangerous programs to be developed with little 
effort and understanding .”15

AutoAttacker
AUTOATTACKER is an AI agent that can execute the tactics used by ransomware gangs . Its creators 
speculate that AI agents could transform these attacks from “rare, expert-led events” to “frequent, 
automated operations  . . . executed at automation speed and scale .”16

Agentic attacks are likely to mirror the University of Illinois Urbana–Champaign’s research, which 
showed that a swarm of specialized agents, including planners, managers, and task-specific 
agents, can perform complex real-world tasks more successfully than a single agent .

Planner

Manager

SQL agent XSS agent CSRF agent SSTI agent
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Cybercrime tomorrow: Autonomous AI attackers

OpenAI Operator
Operator, OpenAI’s flagship agentic AI, launched in January 2025 . Although it is designed for tasks 
like buying groceries, researchers have shown it can be used to perform cyberattacks like brute force 
password guessing, SQL injection, and autonomous CAPTCHA solving .

Zero-day discovery
In 2024, a team of researchers showed that AI agents could be used to find and exploit zero-day 
vulnerabilities autonomously .17 Just a few months later, Google’s Big Sleep agent became the first  
AI to find an unknown exploitable bug in a widely used, real-world software .18

How criminals will use agentic AI
At first, malicious AI agents are likely to be tasked with searching 
out and compromising vulnerable targets, running and fine-
tuning malvertising campaigns or determining the best method 
for breaching victims .

As their capabilities increase, and criminals become more 
adept at using and training AI agents, they will inevitably be 
used to scale up the number and speed of attacks that require 
a lot of human labor—including the most dangerous form of 
cyberattacks, big game ransomware . 

Research also suggests that teams of AI agents trained with different specialties can be more effective 
than individual agents with a broader skill set. With the expected near-term advances in agentic AI, we 
could soon live in a world where well-funded ransomware gangs are no longer restricted to attacking one 
target at a time but instead use teams of AI agents to attack multiple targets simultaneously, increasing 
the burden on defenders significantly .

To combat the threat of agentic AI attackers, organizations will need to operate their security as 
efficiently as possible: Minimizing their attack surface, actively monitoring EDR consoles 24/7, acting on 
alerts urgently, and using automation to ensure vulnerabilities are patched or mitigated in the shortest 
possible time .

As their capabilities 
increase, and criminals 
become more adept at 
using AI agents, they  
will be used to scale up 
the number and speed  
of attacks…
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• Brute force protection
• Vulnerability assessment
• Patch management
• Anti-exploit protection
• Website content filtering
• Phishing protection
• Security awareness training

• Managed detection & response
• Endpoint detection & response
• Application blocking
• Anti-exploit protection
• Website content filtering

• Managed detection & response
• Endpoint detection & response
• Application blocking
• Anti-exploit protection
• Website content filtering
• Ransomware recovery

RDPSocial
engineering

Vulnerability Phishing

Attackers use their access to infiltrate and 
explore an organization’s network .

Attackers monetize their infiltration using 
information stealers or ransomware .

AI-driven attacks

Access

Infiltration

Attack

Cybercrime tomorrow: Autonomous AI attackers

Protection layers
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Conclusion

The disruptive power of generative AI and the 
looming threat of agentic AI attackers mean 
organizations can no longer afford a passive  
or fragmented approach to cyber defense .

Generative AI lowers the barrier to entry for 
cybercriminals, makes research easier, makes 
malware developers more efficient, and enables 
social engineering attacks that would otherwise 
be impossible .

ThreatDown solutions provide protection against AI-powered attacks 
for workstations, servers and more.

Award-winning security  
ThreatDown consistently receives Level 1 
certification in MRG Effitas 360 degree testing 
and #1 Endpoint Security Suite by G2 .

Accurate detection and fast response  
AI, machine learning and heuristics technologies 
detect and interrupt payload delivery before 
malicious actions can execute .

Ransomware Rollback  
Restore files that were encrypted, deleted, or 
modified; up to 7 days after an attack, to return 
devices to a healthy state .

Browser Phishing Protection  
Defend against sensitive data theft caused by 
drive-by downloads, phishing attacks, malicious 
links, and credential harvesting .

Attack isolation  
Isolate attacks before they can exploit network 
connections, processes, or the desktop . 

24x7x365 alert monitoring and response  
A managed service powered by a team of expert 
analysts who monitor and investigate alerts and 
either actively remediate threats or provide highly 
actionable remediation guidance .

AI agents will be harnessed by cybercriminals 
to discover hidden weakness and zero-day 
vulnerabilities, automate attacks, and multiply 
their reach, triggering a relentless increase in  
the volume and potency of cyberattacks .

To combat these threats, organizations must 
ensure they have the smallest possible attack 
surface—guarded by endpoint security that 
can detect and respond to AI-driven threats 
and monitored 24/7 by highly skilled managed 
detection and response analysts .
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